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Abstract. We compare the monadic second-order theory of an arbitrary
linear ordering L with the theory of the family of subsets of L endowed
with the operation on subsets obtained by lifting the max operation on L.
We show that the two theories define the same relations. The same result
holds when lifting the min operation or both max and min operations.
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1 Introduction

We initiated a couple of years ago an investigation aiming at comparing the
theory of a monadic second-order structure S = (U, P(U); =y, €,w1,...,) and
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that of the associated first-order structure T' = (P(U); =, {21,...,) where (2; is
the operation w; lifted to subsets: 2;(X1,...,) = {wi(z1,...,) | 71 € X1,...}.
The structure T can be viewed as follows: lift all operations to subsets and
consider the sole formulas about S with no occurrence of an individual variable,
whether free or bound. Let us stress that the inclusion relation and the Boolean
operations on sets are not given as primitives in T. The structure T is clearly
definable in S : the unique sort of T' (namely P(U)) is among the two sorts of S
(which are U and P(U)) and the lifted operations §2;’s are definable in S. The
general issue is: what can be known of .S within 7" ? More precisely,

(Q1) Concerning relations on P(U), does definability in S implies definability in
T 7?7 This question reduces to the following one: is it possible to define in T’
the class of singleton sets and the set-inclusion relation hence to define in T’
the most natural isomorphic copy of S.

(Q2) In case question (Q1) receives negative answer then
(*) which S-definable families of subsets of U are also T-definable?
(**) is it still possible to define in T an isomorphic copy of S ?

In previous works we studied two particular cases: S; = (N; =y, €,+) and
Sy = (X*;=x-,€,), cf. [4,5]. We showed that in these two cases question (Q1)
has a negative answer but question (%) gets a positive solution: an isomorphic
copy of S is definable in T'. Let us give a brief account for S;. Consider the maps
o:P(N) - P(N) and f : N —» P(N) such that ¢(X) = {0} U (1 + X) and
f(n) ={0}U(1+n+N). We proved that the ranges of o and f and the images
under ¢ and f of membership and addition, namely, the four predicates

o(PMN)) CPMN)  f(N) CP(N)  {(f(x),0(X)) |z e X} CPN)xP(N)
{(f(2), f(y), f(2)) | 2,y,2 €N,z =z +y} S P(N) x P(N) x P(N)

are all definable in T with respective complexities X, IT3, A4 and As.

In this paper we consider an arbitrary linear order L with possibly minimum
and maximum elements and show that its monadic second-order theory is equiv-
alent to the first-order theory of its power set when the order relation is lifted by
defining the predicate Max(X,Y, Z) where X = {max{y,z} |y €Y,z € Z}. The
situation is much simpler than above since question (Q1) gets a positive answer:
we can express in T the predicates “X is a singleton” and “X is a subset of Y.

Let us recall that the monadic theory of a linear order has been intensively
studied. As a prelude to the general monadic theory of linear orders, Gurevich
1964 [6] proved the decidability of the theory of linear orders with one-place
predicates. Biichi 1960 [1] proved the decidability of the monadic theory of the
order on N. The result has been extended to all countable ordinals, Biichi 1973
[2], and then to all ordinals < ws, Blichi & Zaiontz 1983 [3]. The decision problem
for the monadic theory of the ordinal ws happens to depend on axioms of set
theory, Gurevich & Magidor & Shelah 1983 [8], Lifsches & Shelah 1992 [13]. The
monadic theory of the order on R is undecidable, Shelah 1975 [15], and in fact
very complex, Gurevich 1979 [9], Gurevich & Shelah 1982-84 [10,11,12].

We now give a brief outline of the paper. Section 2 recalls the basics on
linear orderings. It also introduces the two structures to be compared. In section



3 we study for its own sake the structure obtained by lifting a linear ordering to
subsets. We consider it both as a monoid and as a partial ordering of which we
give a couple of alternative characterizations.

The expressibility of singletons is obtained in section 4 by a careful study of
the set of immediate predecessors of a given subset in the lifted ordering since
the cardinal of this set discriminates the singletons among all subsets. The same
is done for pairs.

Membership of an element to an arbitrary subset (more exactly, inclusion of a
singleton set in a set) is the second ingredient to prove the equivalence of the two
structures and it is considered in Section 5. Two different expressions are given
according to whether or not the ordering possesses a zero. The two expressions
have the same complexity Ay but they are based on different approaches which
we found interesting to keep.

The equivalence of different structures, mainly those introduced in paragraph
2.2 along with their natural variants is established in section 6.

2 Preliminaries

2.1 Linear orders

This section is meant to keep this paper self-contained. We recall the basic
definitions on orderings, see e.g., [14]

Definition 1. An element a € L is an upper bound of X C L if x < a for
all z € X. It is a least upper bound if it is an upper bound and for all upper
bounds b it holds a < b. It is the maximum element of X and denoted max(X)
if furthermore it belongs to X. If L has a mazximum element we denote it by 1.

A final segment is a subset which is upward saturated, i.e., v € X andy > x
implies y € X. It is a closed final segment if it is of the form {x | x > a} for
some a € L, else it is an open final segment.

The notions of lower bound, greatest lower bound glb(X) and minimum ele-
ment min(X) of a set X are defined in the obvious similar way. So is the notion
of minimum element 0.

Definition 2. Two elements a,b are successive if a < b and the condition a <
c < b implies c = a or ¢ = b. We then say that a is an immediate predecessor
of b and that b is an immediate successor of a.

An element is a successor if it admits an immediate predecessor, it is a
predecessor if it admits an immediate successor.

If a € L is not a successor and if it is not 0, it is a limit.

Notation 3 The final segments canonically associated to a subset X C L are
denoted by

XZ ={y|3Ir € X x <y} (the smallest final segment containing X )
X ={y|IreX z<y}



and the set of strict lower bounds by
X<={y|VzreX y<uz}
Lemma 4. Given two final segments F,G C L we have
FCG or F=G or GCF

Proof. Assume F # G, i.e., without loss of generality assume there exists = €
F\ G. Then for all y € G we have © # y or equivalently x < y. But then
GC{zeL|xz<z} CF. O

Remark 5. The following elementary observation underlies many proofs of this
paper. It helps having it in mind.

For all nonempty subsets X C L exactly one of the following conditions
holds.

— X has a minimum and X< is empty or has a maximum (e.g., in any finite
linear order).

— X has a minimum and X< is nonempty and has no maximum (consider the
order A+ B with A = B =N and take X = B).

— X has no minimum and X < is empty or has a maximum (consider the order
A+ B with A= B = —N and take X = B).

— X has no minimum and X< is nonempty and has no maximum (consider

the order A+ B with A =N, B = —N and take X = B).

2.2 Logical structures

Given an arbitrary linear order < on a nonempty set L, we consider the struc-
ture (L; =, max) or (L;=,max,0,1) where max has the natural interpretation
max{z,y} = z if z < y and y otherwise and 0 and 1 are respectively the mini-
mum and maximum elements (in case they exist).

We consider the operation on P(L) obtained by lifting the max operation on
L.

Definition 6. For X,Y C L, we set
X1Y ={max{z,y} |z € X, ye Y}

We compare the two associated structures dealing with sets:

o= {Or ééggg i EEZ?O 1) T =(P(L);=,1) (1)

Now, we define precisely what question (Q;) supra means for the two struc-
tures S and T'. Question (Q1) (slightly revisited) is as follows: given any second-
order formula ¢ for S with m first-order and n second-order variables, does there



exist some first-order formula v for T" with m 4 n first-order variables such that,
for all a1,...,a, € L and Ay, ..., A, € P(L) the following equivalence holds

<L7P(L)7 ) €7max> ': ¢(a13 ceey Ay, Ala ceey An)
= (2)

(P(L);=1) Ed({ar}, - {am}, AL, An)

An easy induction on formulas ¢ shows that it suffices to get such a formula
1 for the two particular formulas ¢ expressing the predicates “X = {z}” and
LL{:L,} g X77.

Observe that the reverse question “given 1 get ¢” is straightforward since
the lifting of operations from L to P(L) can be expressed in S.

In all cases, when showing that a predicate is expressible in the language we
give an estimate of its syntactic complexity. We recall that a predicate is X,
(vesp. IT,,) if it is defined by a formula that begins with some existential (resp.
universal) quantifiers and alternates n — 1 times between series of existential and
universal quantifiers. It is A, if it is both X, and II,. It is X, A II,, if it is
defined by a conjunction of a X, formula and a II,, formula.

3 Lifted structure

Every linear ordering L is a lattice which allows one to view it as a universal
algebra equipped with binary operations of lower and upper bound of two ele-
ments. Here we show that the lifted binary operation of P(L) allows us to define
a partial ordering which makes it a join-semilattice. We investigate P(L) both
as an algebra and as a partially ordered set.

3.1 The semigroup (P(L),1)

Here we are interested in the algebraic structure of the operation 1 on the subsets
of L.

Lemma 7. 1. The operation 1 on P(L) is idempotent, commutative and asso-
ciative and admits the empty set O as an absorbing element.

2. The operation 1 has a neutral element if and only if (L, <) has a minimum
element 0. In this case, {0} is the neutral element of 1.

3. The operation 1 distributes over the set union.

Proof. Straightforward.

Corollary 8. 1. The predicate X =) is II; expressible in (P(L);=,7).
2. If L has a minimum element O then the predicate X = {0} 4s IT;.

Proof. 1. Since () is absorbing in (P(L);=,1) and there is at most one absorbing
element, X = () holds if and only if VY X 1Y = X.

2. Similarly, {0} is the unique neutral element in (P(L);=,1), hence X = {0}
holds if and only if VY X 1Y =Y. O



3.2 A characterization of the operation 71

Because of Lemma 4, for two given final segments one is included into the other.
Therefore the following result exhausts all possible cases. Its purpose is to work
as much as possible with subsets rather than applying the original Definition 6
which mixes subsets and elements.

Lemma 9. For all X,Y C X we have

YUXNY?)=YU(XNYZ) if Y= CX=

_ > > _
X1y =(xuy)nx=ny _{Xu(X>mY)Xu(X>mY) fX>Cy>

Proof. If z€ X 1Y then z =2 Vy for somex € X and y € Y. If x < y then
2=y € XZNY and if £ > y then z = x € X NYZ. In both cases we have
z € (XUY)NXZNYZ. Conversely, let z € (XUY)NXZNYZ. If 2 € X then
z€ XNYZ hence z > yforsomey € Y and z = zVy € X 1 Y. Similarly, if 2 € Y
then z is also in X 1 Y. This proves equality X 1Y = (XUY)NXZNY?Z. Since
X C XZ and Y C Y2, the other stated equalities (under assumption Yz C X2
or X2 C YZ) are derived by simple set computation. O

3.3 The partially ordered set (P(L), X)

We consider the following binary relation on subsets which happens to be an
ordering.

Definition 10. For XY C L welet X XY < X1tY =Y.

E.g., if Y is the singleton {y} then X <Y <= Vz € X x < y. In particular,
if X,Y are the singletons {z}, {y} then {2z} < {y} <— x <y.

Proposition 11. 1. The relation < is a partial ordering on P(L) with () as
maximum element.

2. The order X has a minimum element if and only if (L,<) has a minimum
element 0. In this case, {0} is the minimum element of <.

3. The order =< restricted to P(L) \ {0} has a mazimum element if and only if
(L, <) has a maximum element 1. In this case, {1} is the mazimum element of
this restriction of <.

Proof. 1. Reflexivity and antisymmetry are clear. We prove transitivity. Suppose
X<XY<Zthen X1TY =Y and Y 1 Z = Z hence
X1 Z=X1Y¥Y12)=XtV)1Z=Y1tZ="27.
Since @) is absorbing for 1 it is the maximum element of (P(L), <).
Claims 2, 3 are straightforward. O

Lemma 12. If X <Y thenY C X2 hence YZ C X2,

Proof. Apply equality X 1Y =Y and Lemma 9: X 1Y C X=. O



As usual, we denote by X < Y the strict ordering defined by X < Y and
X £Y.

Remark 13. Tt is a simple exercise to verify that (P(L), <) is a linear order if
and only if L has at most two elements.

With a structure of linear ordering L is naturally associated a structure of
lattice. We lifted the linear ordering to a partial ordering on the power set of L.
This partial ordering is not associated with a structure of lattice, only with a
structure of join semilattice.

Proposition 14. (P(L); =) is a join semilattice: X 1Y is the join of X and
Y.

Proof. Since (X 1Y)+ X =(X1Y)1Y =X1Y we have X, Y < X 1Y.
Suppose X, Y <X Z. Then (X 1t Y)1Z2=(X12)1Y =Z1Y = Z hence
X 1Y =< Z. This proves that X 7Y is the join of X,Y. O

Remark 15. The = order may have no meet. For instance, consider the set L =
w* of negative or null integers with the usual order and let X = —2N and
Y = —(2N+1). Then Z < X if and only if Z is an infinite subset of X. Similarly
with Y. Thus, X,Y have no common lower bound.

Considering the same sets as subsets of w* in the linear order w+w*, Z < X
if and only if Z CwUX and ZNw # 0 or ZNw* is infinite. Thus, X,Y have
common lower bounds which are exactly the nonempty subsets of w. However,
any common lower bound Z is strictly upper bounded by another common lower
bound T :if z € Z thenlet T ={t e w |t > z}.

3.4 Final segments

It is clear that final subsets play a special role. Indeed, the partial order restricted
to the final segments is linear and more importantly the binary operation 1
and the partial order < between arbitrary subsets use final segments in their
alternative definitions, such as Lemmas 9 and 18.

Lemma 16. If F is a final segment and F <Y then Y is a final segment.

Proof. Suppose y € Y and z > y. Equality F' 1Y = Y shows that y > z for
some x € F. But then z > z and since F' is upwards closed we have z € F hence
z=max{z,y} € F1Y =Y. Thus, Y is upwards closed. O

Lemma 17. If F,G are final segments then F 1+ G = F N G. In particular,
F <G ifand only if F 2 G.

Proof. Since F and G are final segments we have ' = FZ and G = GZ. By
Lemma 9 we obtain F 1 G = (FUG)NFZNGZ = (FUG)NFNG=FNG.O



3.5 A characterization of the ordering <

The following is an alternative definition of the relation < in set theoretical
terms.

Lemma 18. For oll X, Y C L we have X <Y if and only if
XNYZCYcCX=, (3)

Note. Observe that the last occurrence of X2 in the above expression cannot be
replaced by X~ (take X =Y where X has a minimal element).

Proof. The statement follows from the next inclusions

X1YCY <= XNYZ2CY <= XNY>CY
X1Y DY <= Y CX=

Indeed, condition X 1T Y C Y holds if and only if, for all x € X and y € Y,
x>y =z €Y (resp. ¢ > y = x € Y), which means X N Y~ C Y (resp.
XNYZ CY). Condition X 1Y DY holds if and only if for all y € Y there
exists € X such that < y, which means Y C X~=. O

The following “constructive” characterization of the relation < will help when
determining the immediate <-predecessors of a subset (cf. §4.1).

Lemma 19. The condition X <Y holds if and only if one of the following two
conditions is satisfied:

XZ=YZand X CY (4)
X\YZ 4D and XNYZCY (5)

Proof. =. By Lemma 18 we know that X < Y if and only if X # Y and (3)
above holds. The last inclusion Y C XZ of (3) yields Y= C X=.

If XZ =YZ holds then X = XN X2 = XNYZ CY by the first inclusion of
(3) and thus X C Y, showing that condition (4) is true. Otherwise Y= C X=
hence X \ YZ # (). Since we also have X N Y2 C Y we see that condition (5) is
true.

<. Conversely, suppose condition (4) is satisfied: XZ = Y2 and X C Y holds.
Then X NYZ CYNYZ =Y CYZ = X2 and, by Lemma 18 X < Y. Since
X CY we have X <Y.

Suppose condition (5) is satisfied. Then X=\ Y= # () and Lemma 4 yields Y= C
XZ. Thus, using the assumption XNYZ CY,weget XNYZCY CYZC X2
hence X <Y (by Lemma 18). Now, X # Y since X \ Y2 # (). Thus, X < Y. O

4 Defining single elements

As said in the introduction, the objective of this paper is to show that the two
structures S and T (cf. (1) in §2.2) can be identified when properly encoded.



This requires in particular to prove that individual variables can be recovered in
the structure 7. This is achieved in Theorem 26.

We illustrate our approach by means of examples. With L = N, one can
convince oneself that every singleton {a} can be defined by the number of subsets
X such that X < {a} (e.g., with @ = 0 there is no strict predecessor, with
a = 1 there are exactly 2 strict predecessors, namely {0}, {0,1}, with a = 2
there are exactly 6 strict predecessors, namely {0}, {0,1}, {0,2}, {0,1,2}, {1},
{1,2}). This however cannot be extended to linear orders such as Z and worse it
suggests a new formula must be designed for each singleton. Luckily, whatever
the linear order, the fact of being a singleton is defined by a unique formula
asserting how many immediate predecessors it has. E.g., in Z it is the case for
the three values of a above that there is exactly one immediate predecessor.
The definability of singletons in established in Theorem 26. As we make no
assumption on L in the investigation of the possible immediate predecessors we
are led to consider different cases according to whether or not the given subset
of L has a minimum, a greatest lower bound, a lower bound or no lower bound
(as observed in Remark 5).

4.1 Immediate predecessors

The notion of immediate predecessors is as expected (cf. Definition 2).

Notation 20 We denote by Suc(X,Y) the II;-predicate asserting that' Y is an
immediate successor of X (or X is an immediate predecessor of Y ), i.e.

XY ANVZ(X2ZIY << (Z=X V Z=Y)) (6)
We state the main result of this subsection.

Theorem 21. X andY are successive sets for < (i.e. Suc(X,Y) is true) if and
only if one of the following conditions holds

1. Y = X U {a} for some a € X= \ X (in particular, a is not the minimum
element of V)
2. X =Y U {b} where b is the mazimum element of {z |Vy €Y 2z <y}

We first inquire under which condition a subset X of Y is an immediate
predecessor.

Lemma 22. A subset X C Y is an immediate predecessor of Y if and only if
X =Y \ {a} where a €Y is not the minimum element in'Y .

Proof. <=. Assume a is not minimum in Y. Then Y= = (Y \ {a})Z. Because
of Y\ {a} €Y Lemma 19 implies Y \ {a} < Y. Assume there exists Z such
that Y \ {a} < Z < Y. Lemma 12 yields Y= C Z= C (Y \ {a})Z which implies
equalities (Y \ {a})Z = ZZ = Y= hence Y \ {a} € Z C Y (by Lemma 19) which
is impossible. This proves that Y\ {a} is an immediate predecessor of Y.



=-. Conversely, assume X is an immediate predecessor of Y and X C Y. This
last inclusion implies X \ Y2 = ) hence the first case of Lemma 19 applies:
XZ =YZ. If Y \ X contains two elements b,c # a then X C (X U{b}) C YV
and X= C (X U{b})= C Y= hence X= = (X U {b})= = Y= which, again by
Lemma 19, implies X < (X U {b}) <Y, contradicting the assumption that X is
an immediate predecesor of Y. We conclude that Y\ X has exactly one element,
ie. Y = X U{a} for some a ¢ X. Since XZ = Y 2. this element a cannot be the
minimum element of Y. O

In the next lemma it is assumed that the set of strict lower bounds of Y has
a maximum. This is for example the case if the linear order L is Noetherian (i.e.
reverse of an ordinal) and the set Y is not coinitial in L.

Lemma 23. Assume that the set L\Y= = {2z |Vy € Y z <y} has a mazimum
element b (i.e. either b is a predecessor of the minimum element of Y orY has
no minimum element but has a greatest lower bound which is b).

Then Y U {b} is an immediate predecessor of Y.

Proof. Since b € (Y U{b})\ Y= and (Y U {b})NYZ =Y the second condition
of Lemma 19 is satisfied hence Y U {b} < Y. Assume that Z satisfies

YU{b}<Z<Y (7)
By Lemma 12 we have
YZ2CZ2C(YU{b})Z=Y=2U{b}

hence ZZ = (Y U {b})Z or ZZ =Y =,

Assume first ZZ = YZ. Applying Lemma 19 with inequality Z <Y, we get
Z C Y. Since condition ZZ = YZ implies ZZ C (Y U {b})Z, applying Lemma
19 to inequality Y U {b} < Z yields (Y U{b})NZZ C Z. Now, (YU {b})NZZ =
(YU{b})NYZ =Y hence Y C Z, contradicting the strict inclusion Z C Y.

Assume now that Z= = (Y U {b})=. Then Lemma 19 applied to inequality
Y U{b} < Z yields Y U {b} € Z. The same Lemma applied to inequality Z < Y’
yields ZNYZ C Y. Now, since ZZ = (Y U {b})Z = Y= U {b}, we have Y= =
Z=\ {b} and inclusion ZNY= C Y becomes Z \ {b} C Y hence Z C Y U {b}
which contradicts the strict inclusion Y U {b} C Z. O

Proof of Theorem 21 It suffices to prove that there exist no other predecessor
than those defined in the previous two lemmas.

Let X be an immediate predecessor of Y. Lemma 19 insures that the two
following cases are exhaustive.
Case X \YZ =0 and X C Y. We conclude by Lemma 22 that X is as claimed
in the first item of Theorem 21.

Case X \YZ #0 and X NYZ C Y. We distinguish three subcases.



Subcase X NYZ C Y. We show that this subcase is impossible. Since X is the
disjoint union of X \ Y= and X N Y2, we have X C (X \ YZ)UY. Also,
X1 ((X\YZ)UY)= (X1 (X\Y2)U(X1Y)
(X1 (X\Y2))uy
(X\YZ) T (X\Y2))U((XNY2) T (X\Y2)uY

=(X\Y2)u(XNnY2)uYy
=(X\Y2)uYy since XNYZCX1tY =Y.

Thus, X < (X\YZ)UY. We also have (X \YZ)UY <Y since (X\YZ)UY #Y
and (X \Y2)UY)1Y =((X\Y2)1Y)U(Y 1Y) =Y. This contradicts the
fact that X is an immediate predecessor of Y.

Subcase X NYZ =Y and L\ Y= has a mazimum element b. Then X \ Y= C
{z | z < b}. Observe that X < ({b} UY) <Y since ({p} UY) 1Y =Y and

X1T({puY)=((X\Y5)uY)t({p}uY)={}uYy

Since X is an immediate predecessor of Y this implies X = Y U {b}. This case
is covered by Lemma 23 and gives the second item of Theorem 21.

Subcase X NYZ =Y and L\ YZ has no mazimum element. We show that
this subcase is impossible. Recall an assumption of the case (of which this is
a subcase): X \YZ # (. Let d € X\ Y= C L\ YZ. Since L\ Y= has no
maximum element, there exists some ¢ ¢ Y2 such that d < c¢. Pose X, =
{2 ¢ Y2 | 2 > ¢} and observe that Y T X, = Y (since X, is disjoint from
YZ) and also (X \ YZ) 1 Xo = Xp (inclusion: use the fact that X is a final
segment, containment: inequality d < ¢ implies {d} 1 Xy = Xo, conclude with
the fact that d € X). Using the assumption equality X N Y2 = Y, we obtain
X =(X\YZ)UY hence

X1 (XoUY)=((X\YZ)UY) T Xp)U(X 1Y)
= (X\YZ) 1 Xo) U(Y T X)) U(X 1Y) =XoUY

Since X # XoUY (witnessed by d) and XogUY # Y (witnessed by ¢) we get
X < XoUY <Y, which is a contradiction.
O

Corollary 24. The set {a} has an immediate predecessor in (P(L),=) if and
only if a has a predecessor ¢ (necessarily unique) in the linear order (L,<). In
that case, {c,a} is the unique immediate predecessor of {a}.

4.2 Singleton sets

With the help of the previous inquiry on the immediate predecessors of a given
subset, the characterization of the singletons is obtained by a simple bookkeeping
on the number of their immediate predecessors. We start with listing all possible
numbers of immediate predecessors of a given subset.



Proposition 25. Let X be a nonempty subset with cardinality | X|.

1. If X is infinite then it has infinitely many immediate predecessors.

2. If X 1is finite and nonempty then

- if min(X) 4s 0 or a limit, then X has |X| — 1 immediate predecessors,

- otherwise (i.e., if min(X) is a successor) X has | X| immediate predecessors.
The set of immediate predecessors is gathered in Table 1.

min(X) is 0 min(X) is the
or limit in L successor of b in L
X =A{z1,...,zn} . X\ {x:}, 2<i<n
i <1< - =
with 21 < ... <@, | X V1Th 2SI gy
X ={x} no immediate predec. {b, z}

Table 1. Immediate predecessors of a nonempty finite set X

Proof. This is a direct consequence of Theorem 21. O

Theorem 26. The following families are definable with the stated complexity:

HasPred0(X) = X has no predecessor 11,
HasPredn(X) = X has exactly n predecessors Yo NIy
Singlimit(X) = X = {x} for some limitx € L II,
SingSucc(X) = X = {x} for some successor x € L Xy A Il
Single(X) = X ={a} forsomex €L Yo NIl

Proof. Recall that X = (), X = {0} and Suc(Z, X) are II; (cf. Corollary 8 and
Notation 20).

e For HasPred0(X) consider the I formula VZ —Suc(Z, X).

e When n > 1, for HasPredn(X) consider the X5 A IT5 formula

321, Zn () Swe(Zi, X)A( N\ Zi#Z)))

1<i<n 1<i<j<n

AT T (O Suwe(TX) = \/ Ti=1;)

1<i<n+1 1<i<j<n+1

Applying Proposition 25 and the above, we see that

e Singlimit(X) can be taken to be the IT; conjunction of HasPred0(X) with
the formulas expressing that X # 0, {0}.

e Observe that a set X has a unique predecessor in P(L) in only two cases:

(1) X ={u,v} and v < v and w is 0 or a limit element in L. Then in P(L) the
unique predecessor of X is {u} which itself has no predecessor in P(L).

(2) X = {z} and = has a predecessor z in L. Then in P(L) the unique predecessor
of X is {2z, 2} which itself has a predecessor {z} (it may also have another
one, {v,z,x} in case z has a predecessor v in L).



Thus, SingSucc(X) can be taken to be the Xy A ITp formula
X #0,{0} A HasPredl(X) A 3Z,T (Suc(T,Z) A Suc(Z,X))

e Single(X) is the formula X = {0} V SingLimit(X) V SingSucc(X). O

4.3 Recovering the linear order

We already observed that the relation < is expressible with the relation < on
the singletons. For future use (in Proposition 38), we give an estimate of the
complexity of the formula.

Lemma 27. The following relations are Yo N\ Ils :

Leq = {({z}, {y}) |z <y} R={({z},{y}) | y is the successor of x}

Proof. Observe that z < y if and only if {z} < {y}. It suffices to define Leq(X,Y")
via the formula Single(X) A Single(Y) A X <Y and R(X,Y) via the formula
Single(X) A Single(Y) A Suc(X,Y). O

4.4 Pairs

The operation 7 is not appropriate to express that an element belongs to a subset.
Indeed, {a} T X = X holds if and only if a is a lower bound of X, i.e., if a is the
minimum in which case it belongs to X or is a strict lower bound and then it
does not belong to X. This ambiguity is lifted if instead of the singleton {a} we
use paris of the form {z, a} as will be amply employed in section 5. The following
result is the key to the proof that the membership predicate is definable with
complexity Ay.

Proposition 28. The following predicates have the stated complexities :

R(Z,P) =7 ={z}, P={za} for some z<a Yo Ny
K(P) = P ={0,a} for somea € L Ay
Pairg(A,P) = A={a}, P={0,a} for somea € L I

Pair(Z,A,P)=7Z ={z}, A={a}, P={z,a} for some z<a Il

Proof. Observe (Theorem 21 and Table 1) that {z} is the immediate predecessor
of a set P if and only if P is of the form {z,a} for some a > z. This shows that
the above predicate R is defined by the X5 A IT5 formula Single(Z) A Suc(Z, P)
whereas K is defined by the X5 formula 37 (Z = {0} A Suc(Z, P)) and the I,
formula VZ (Z = {0} = Suc(Z, P)).

Also, for all u we have {z,a} =< {u} if and only if @ < w. Thus, a triple
(Z, A, P) is in Pair if and only if (Z, P) € R and A is the smallest singleton set
which dominates P. Considering the conjunction of the definition of (Z, P) € R
with the formula VU (Single(U) = (P 2 U < A < U)) shows that Pair is II3.
Finally, Pairy can be II3 expressed as VZ (Z = {0} = Pair(Z, A, P)). O



5 Defining membership

In this section we solve the second ingredient of our proof, namely we show that
the predicate x € X can be encoded in the structure 7. More precisely we show
that the membership predicate

{(A,X)| A={a} for some a € X}

is A4.

Before proving the general case (cf. Theorem 37) we consider the case where
L has a minimum element 0 since we then get a simpler proof (cf. §5.3 and
Theorem 35).

We give an intuition of the way we proceed in this simpler case. Let a € L
and X C L. The condition {0,a} t X = X is equivalent to {a} 1+ X C X. This
last condition is itself equivalent to the fact that a is a strict lower bound of X
or that a belongs to X. In order to rule out the former condition, it suffices to
say that aZ C X=. This is the reason why the definability of the final segments
and the upward closure of a subset take so much place in this section.

5.1 Defining final segments

Lemma 29. Consider the II; predicate ®(X) which expresses that any two =<-
upper bounds of X are = comparable.

P(X) = VY,Z((XjY A XjZ):(YijZjY))

Then ®(X) holds if and only if X is a final segment or X = {a}= \ {a*} where
a™ is the immediate successor of a in L (in case there is some).

Proof. <, 1st case. Assume X is a final segment. Conditions X <Y and X < Z
imply that Y and Z are also final segments by Lemma 16 and these segments
are =<-comparable by Lemma 4.
<=, 2d case. Assume now that a has an immediate successor a* and X = {a}Z\
{a*} = {a} U {a™}>. Consider some X < U. Since U = ({a} U {a™}>) 1 U we
have {a} 1+ U C U hence

U C{a}* )

Subcase a € U. Then X = X 1 {a} C X 1 U =U. Since U C {a}= = X U {a"}
and U # X we see that U = {a}Z is a final segment.

Subcase a ¢ U anda™ € U. Then U = X 1 U 2 ({a}U{a®}>) 1 {at} = {aT}=.
Using (*) and the case assumption, we see that U = {a*}Z is a final segment.
Subcase a ¢ U and at ¢ U. Then (*) yields U C {a™}” and U = X 1 U =
({a}U{a™}>)1U ={a*}> 1 U hence U = {a*}> 1 U, ie. {a*}> 2 U. As an
upper bound of the final segment {a™}>, the set U is also a final segment (cf.
Lemma 16).

Thus, in all cases the set U is a final segment. Since all upper bounds U of X are
final segments they are pairwise <-comparable (by Lemma 4 and Proposition 11).



This proves that property ®(X) is true.

=. We first show that condition @(X) implies that X= \ X has at most one
element. By way of contradiction, assume there exist distinct b,c € X~ \ X.
Without loss of generality for some a € X we have a < b < ¢. Then X < X U{b}
and X < X U {c} and b, ¢ respectively witness that (X U {b}) T (X U{c}) is
different from X U {b} and X U {c} which shows that X U {b} and X U {c} are
incomparable, contradicting condition ¢(X).

At this point we know that if X is not a final segment but satisfies @ then
X = X2\ {b} where b > a for some a € X.

We claim that a is the minimum element of X. By way of contradiction, suppose
c € X is such that ¢ < a. Letting U = XZ = X U {b} and V = X N {c}Z, we
have X 1 U = U and X 1V =V whereas U 1 V = {c}Z is different from both
U and V. Thus, U,V are incomparable upper bounds of X, contradicting &(X).
We now know that X = {a}=\ {b} where a < b. We claim that b is the successor
in L of this minimum element a of X. By way of contradiction, suppose c is such
that a < ¢ < b. Letting U = {a}Z and V = X \ {a} = {a}> \ {b}, we again
have X 1 U =U and X 1V =V whereas U 1V = {a}= 1 ({a}> \ {b}) = {a}>
because b = bV c € {a}Z 1 ({a}> \ {b}). Thus, U 1 V is different from both U
and V hence U,V are incomparable upper bounds of X, contradicting ¢(X). O

Lemma 30. The predicate X is a final segment is Xo V IIs. In case L has a
minimum element it is I15.

Proof. First, we consider the special case where L has a minimum element.
The idea is to define the final segments X by saying: for all {0,a}, we have
{0,a} 1 X = X, a property which is expressible by the IT; formula

VY, Z (Z = {0} ASuc(Z,Y)) =Y 1+ X = X).

Assume X is a final segment, i.e. X = XZ. We have {0,a} + X = {0,a} ©
XZ = XU ({a} t X2). Now, if a € X then {a} T X = X N{a}= C X and
if a ¢ X = X2 then all elements of X dominate a hence {a} + X = X. In
both cases, we see that {0,a} T X = X. Assume X is not a final segment. Then
there exists @ < b witha € X, b ¢ X. Since b =51 a € {0,b} 1 X we see that

(0,6} 1 X # X.

We now make no assumption on whether or not L has a minimum element.
Consider the IT; predicate ¢(X) from Lemma 30. Rephrasing this last Lemma,
there are three different possibilities for the set X to satisfy @ :

1. X=1L
2. X is a final segment different from L
3. X ={a}=\ {a™}, where a™ is the L-successor of a.

We discriminate case 3 from cases 1 and 2 as follows:
Case 1i: X = L and there is no minimum element in L.
Then L has no immediate successor.



Case 1ii: X = L and L has a minimum element 0 which admits a successor 0.
Then L\ {07} = {0}=\ {0*} is a strict predecessor of X which satisfies ®.
Case liii: X = L and L has a minimum element O which is right limit.

Then L has an immediate successor L \ {0} which has no immediate successor.
Case 2. X is a final segment different from L

Then L is a strict predecessor of X which satisfies &.

Case 3. X = {a}= \ {a*}, where a™ is the L-successor of a. Then X satisfies
the following two properties:

(a) X has an immediate successor (namely, {a}~) which itself has an immediate
successor (namely {a}~), unlike Cases 1i and 1ii,
(8) X has no strict predecessor which satisfies @, unlike Cases 1ii and 2.

Indeed, concerning (), every (not necessarily immediate) predecessor Y of
X is of one of the following two forms:

LY =X\Zwith(#ZC {at}".
ii.Y=ZUT where ) # Z and ZNXZ =0 and T C X.
Consequently, Y is not a final segment and Y= \ Y contains two elements

except if (case (ii)) Y is of the form Y=\ {a*}. In this last case either Y has no
minimum or it has a minimum and a™ is not its immediate successor in L.

This proves that the X5 V I15 formula
B(X) A ﬂ((EIU,V (Suc(X,U) ASuc(U,V)) A VY < X —@(Y))
expresses that X is a final segment. O
Corollary 31. The predicate X = L is Il3.
Proof. Lemma 17 insures that L is the <-minimal final segment:
X is final A VY (Y is final = X <Y)

Since the predicate “is final” is X5 V IT5 this formula is IT3. O

5.2 Upwards closure
Given X C L we recall that X= ={r € L |3y € X,y < x}.
Lemma 32. The relation {(X,Y) |Y = X2} is II3.

Proof. Observe that X Z is the <-minimum final set Z such that X < Z. Thus,
Y = XZ is II5 expressible:

YisfinalA X <Y AVZ (ZisfinaAlANX < Z)=Y < Z) O



5.3 Membership when L has a minimum element 0

Lemma 33. For alla € L and X C L it holds
ag X~ <= {a} 1 X =X.

Proof. By Lemma 18 the condition {a} t X = X implies X C {a}Z, i.e.,
a ¢ X>. Conversely, a ¢ X~ implies ) = {a} N X> C X C {a}Z and we
conclude by the same lemma. O

Lemma 34. For alla € L and X C L we have
aeX <= acX= A ({0,a} 1 X =X)

Proof. =. If a € X then a € X= and {a} T X C X hence {0,a} 1+ X =
XU{a}tX)=X.

<. By contraposition it suffices to show that if « ¢ X and @ € X2 then {0,a} 1
X # X. But this is clear since then a € {a} 1 X and a fortiori a € {0,a} + X
whereas a ¢ X. O

Theorem 35. Assume L has a minimum element 0. Then the following mem-
bership predicate is Ay

IsIn(A, X) = A=/{a} for someac X

Proof. Let p(A,Z,U,X,Y) be the ITs conjunction of the formulas expressing
that A = {a} and Z = {0,a} for some a (which is X5 A IT; by Proposition 28)
and the formulas expressing that U = A2 and Y = X2 (which are II3 by
Lemma 32). Observe that @ € X= if and only if {a}Z 1 XZ = {a}=. Using
Lemma 34, IsIn(A, X) can be expressed by the following X, and I1; formulas:

AZUY (p(A, ZUX,Y)ANULY =U A Z1X =X)
VZ,UY ((A, Z,U,X,Y)= (UtY =U A Z1X = X)) O

5.4 Membership in the general case

The definition of membership we are looking for is based on the following char-
acterization.

Lemma 36. Let a € L and X C L. The following three conditions are equiva-
lent:

1.aceX

2. eithir}@a}z C X= and Vz € (X=\{a}2) X 1{z} =X 1{z,a})
or {a}z =X=

3. either ({a}= C X2 and 3z € (X=\{a}2) X 1t {z} =X 1{z,a})
or {a}> =X=



Proof. (1) = (2). Assume a € X. Then {a} C X hence {a}> C X=. If {a}= =
XZ then we are done so we assume {a}> C XZ. Let z ¢ {a}Z, ie. z < a.
Since a € X we have equality X 1 {a} = X N {a}Z and since z < a we have
Xn{a}2 CXN{z}2 C X 1 {z}. Thus, X 1 {a} C X 1 {2z} and

X1{z} € X1 {za} = XM {zhUX T {a}) = X 1T{z}

which implies X 1 {z} = X 1 {z,a}. This proves the first disjunct in the
expression of point 2 (even a little more since we do not need the constraint
z€ X2).

(2) = (3). Trivial.

—(1) = —(3). Assume a ¢ X. Since {a}> and X= are final segments, Lemma 4
insures that {a}= and X= are comparable for inclusion.

Case {a}Z = XZ. Then a is the minimum element of X hence a € X, contra-
diction.

Case X= C {a}=. Then (3) trivially fails (as wanted).

Case {a}Z C X=. Let z € X= \ {a}=. Then there exists b € X such that
b < z < a. We have a = max{b,a} € X 1 {z,a} whereas a ¢ X 1 {z} (since
a¢ X and z < a). Thus, X 1 {z,a} # X 1 {2} and (3) fails. O

Theorem 37. The following membership predicate is Ay
IsIn(4,X) = A={a} forsomeac X

Proof. Let o(T,U) be a II3 formula expressing that U = T2 (cf. Lemma 32).
Recall that, for final segments F,G we have F C G if and only if G <X F (cf.
Lemma 17). Also, z € F if and only if {}Z C F if and only if F < {2}Z. Let
67 (X,Y,A,U) and 6(X,Y, A,U) be the following X and II, formulas

3Z,V,P (8ingle(Z) A a(Z,V) N Y 2Z AN U2 Z APair(Z,A,P)
ANX1Z=X%1P)

VZ,V,P (Single(Z) A a(Z,V) NY 2Z N U £ Z APair(Z, A, P)
= X1Z=X1P)

Recall that

- if F is a final segment then z € F <= {2}= C F,

- Pair(Z, A, P) means that Z = {2}, A = {a} and P = {2z, a} for some z < a.
Let a(Z,V) be a II3 formula expressing that V = Z= (cf. Lemma 32) and let
67(X,Y,A,U) and 6(X,Y, A,U) be the following Xy and II, formulas

AZ,V,P (Pair(Z, A,P)AZ V)N Y ZZ NUZZ A X1Z=X1P)
VZ,V,P (Pair(Z, A, P)Na(Z, V)N Y R Z NUZZ) = X1 Z=X1P)

which, applied to Y = X2, A = {a} and U = {a}Z express respectively

3z € (X2 \{a}?) X 1 {z} =X 1 {z,a}
Vze (XZ\{a}?) X 1{z} =X 1{za}



Let #(X,Y,A,U) be the II3 conjunction of a(X,Y) and «(A4,U). Using the
Y9 A Il predicate Single from Theorem 26, consider the Yy and Il formulas

Single(A) A Y, U ((X,V,AU)A((Y <U AP (X,Y,AU))) Vv U=Y)
Single(A) A VY, U (&(X,Y,A,U) = (Y <U A0"(X,Y,AU))) vV U=Y)

Conditions (2) and (3) of Lemma 36 show that these formulas define the predicate
IsIn. O

6 Final proofs

6.1 Defining the downarrow operation with uparrow
Proposition 38. The predicate X | Y = Z 1is II5.

Proof. Recall the X5 A I predicate Leq = {({a}, {b}) | @ < b} (cf. Lemma 27).
Let 0(A, B, C) be the X5 V II, formula expressing that A = {a}, B = {b} and
C = {min(a,b)}, for some a,b € L :

(Leq(A,B) = C = A) A (Leq(B,A) = C = B)
Using a X4 definition of IsIn (cf. Theorem 37), the following formula is IT5

VC (IsIn(C,Z) = JA, B (IsIn(A, X) AIsIn(B,Y) A0(A, B,(C)))
AVA,B,C (IsIn(A,X)AIsIn(B,Y)AO(A, B,C) = IsIn(C, Z))

and defines the predicate X | Y = Z.

6.2 Defining the uparrow operation with the order
Proposition 39. The 1 operation is II; definable in (P(L);<).

Proof. Proposition 14 insures that 1 is the join operation in (P(L); <). Thus,
the I1; formula
VU (XU ANYXU) < Z=0)

is a definition of the predicate X 1Y = Z in (P(L); <X). O

6.3 Equivalent first-order structures

With the notion of equivalence of structure defined in paragraph 2.2, we may
state the main result. We also give, at no cost, an easy extension by considering
not only the (z,y) — max{x,y} function lifted to sets but also the (x,y) —
min{x,y} function lifted to sets.



Theorem 40. For a given linear ordering L the three structures
S = (PL);=1) S = (PLyx=1) S = (P(L)==)

are first-order interpretable one from each other and, in each of them, one can
define a structure isomorphic to

Sy = <L,P(L), =r, <, €>

for the isomorphism mapping a subset of L to itself and an element a € L to the
singleton set {a}.

Proof. Theorem 37 and Lemma 27 show that the map z — {2} and X — X
defines an isomorphism between the multisorted structure S, and a multisorted
structure 8] expressible in Sy :

Sy = (U,P(L);Eq,Leq, IsIn)

U={X|X CL,Single(X)}
Eq={(X,Y) | Single(X) ASingle(Y)A X =Y}
Leq={(X,Y) | Single(X) ASingle(Y)A X <Y}~
IsIn = {(X,Y) | Single(X) A IsIn(X,Y)}
Proposition 14 (and the fact that =< is defined with 1) shows that the opera-
tion of & is interpretable in S3 and vice-versa. Thus, S; and S3 are equivalent.
Proposition 38 shows that the operation of Sy is interpretable in S;. Observ-
ing that 1 and | considered in the reverse linear order (L, >) are respectively |
and 1 in (L, <), we see that the operation of S; is interpretable in Sy. Thus, S;
and S, are equivalent.

where
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